
F1: WER:

Optimal path: tells us what the errors were

In well-defined tasks, we can define slots that need to

be filled before providing information to the user.

However, this reduces the expressivity of dialogue

Why do we need benchmark?

What are the properties of the outputs models produce in

general? • Consistency: when evaluating models on the

same task (or variations of it) multiple times, how

consistent is its behavior? • Diversity: do the outputs

models generate have the same distributional properties as

human language?

Pitfall: Dataset Contamination,Spurious

Correlations,Defining“Human

Performance”,The Long-Tail Paradox

IPA：

CFGs offer arbitrary expressivity

through recursive structure

CCG: Combinatory Categorial Grammar

Truth-Conditional Semantics：

Speech Act; Presupposition; Implication



Gricean Maxims; Common Ground

Elements of Scenario Design

Multilingual MLP and its challenges

Data Modality, Data Scarcity, Dialectical
Variation, Speech System, Morphology,
Lexical Semantics, Syntax, Semantics,
Idioms, Difference in Language Use, Change

Measure of Fit (拟合优度度量)

Adjust the Temperature when generating

Masking Out Wordtypes: (&constrained)

Seq2seq (With challenges); Attention

BERT:


