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@ Probability Density Functions
© Uniform Distribution

© Basic Monte Carlo Simulation
@ Exponential Distribution

© Normal Distribution

@ Central Limit Theorem

@ Moment Generating Functions

© More Generating Functions
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Outline

@ Probability Density Functions
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Continuous Random Variables @X
P (O(: a) - o

Definition

An r.v. has a continuous distribution if its CDF is differentiable. We
also allow there to be endpoints (or finitely many points) where the
CDF is continuous but not differentiable, as long as the CDF is
differentiable everywhere else. A continuous random variable is a
random variable with a continuous distribution. )
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Probability Density Function

%w>( W/

Definition
For a continuous r.v. X with CDF F , the probability density function
(PDF) of X is the derivative f of the CDF, given by f(x) = F'(x).

The ort of X, and of its distribution, is the set of all x where
x) > 0.
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l[lustration of PDF
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l[lustration of PDF
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PDF vs. PMF
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PDF to CDF
OOF —pop  Flogeg
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PR —~or J‘m fetie
Theorem
Let X be a continuous r.v. with PDF f. Then the CDF of X is given
by

F(x):/X f(t)dt.

—00

S

Ziyu Shao (ShanghaiTech) Lecture 5: Continuous Random Variables October 31, 2024 10 /94



Including or Excluding Endpoints
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Valid PDFs

Theorem

The PDF f of a continuous r.v. must satisfy the following two
criteria:

e Nonnegative: f(x) > 0;
o Integrates to 1: [*°_f(x)dx = 1.

— —/—_—
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Example: Logistic Distribution

The logistic distribution has CDF

14 e

F(x) x € R.

Find the pdf.

x

¢
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Clrex)? XE€R
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Example: Rayleigh Distribution

The Rayleigh distribution has CDF

F(x)=1- e 2 x> 0.

Find the pdf.
I 2
F16) = T = xe-2x" 5,
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PDF Properties

Summary of PDF Properties

Let X be a continuous random variable with PDF/ fx

e fx(z) >0 for all z.
. /00 fx(z)dzr=1.

e If § is very small, then P([z,z + 6]) ~ fx(z) @

e For any subset B of the real line,

P(X € B) = /fo(z) de.

—
—_~—
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Expectation of A Continuous R.V.
Diswre+te ryio. X

ECD IJED()C kZ/z-Pw:k/

Flg00] = Zak) pux
Definition 3] R or X'k,)
The expected value (also called the expectation or mean) of a
continuous r.v. X with PDF f is

/\ E@:/_mxf(x)dx. J

T E[(f] (X)j = I}; 4 0 foodx
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Expectation via Survival Function

Theorem

Let X be a continuous and nonnegative r.v. Let F be the CDF of X,
and G(x) =1— F(x) = P(X > x). The function G is c
survival function of X. Then
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Proof

Grix) = puX>x) :f: fx(g)dy

—_—

O [Tawi = [=[* X<y
° 6[(%)4)( - R x fx(y)dy)dx X2o .
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LOTUS : Continuous

Theorem

If X is a continuous r.v. with PDF f and g is a function from R to
R, then

E@O) = [ g)rp)ax
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Continuous r.v.s that are indeperdent-and_identically distributed have

an important symmetry property: all possible rankings are equally

likely. X :
! y m < X3 <X5 ) ~ PlX|<)Q<)C5) :Zé

Theorem
Let Xy,--- X, be i.i.d.jm@_a continuous distribution. Then
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Symmetry Property
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Proof

Pewrk :
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Outline

© Uniform Distribution
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Uniform Distribution

Definition

A continuous r.v. U is said to have the Uniform distribution on the
interval (a, b) if its PDF is

1N i
F(x) = @ i a<>.<<b
0 otherwise

We denote this by U ~ Unif (a, b).

v
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PDF & CDF  wtfesry
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Example O Y rv twb
> &(‘4):77(7139) ya/,’ GY)=o

———

SRS Gi9) =piYsy) :P(/""‘"‘“"Y")>y)

2p(x Y, Xa>y ) = CP(XDWJO

Suppose X1, Xz, ..., X, are i.i.d Unif(0, 1) ¥andom vari)abl
Y = min(X1, Xz, ..., X,) be their minimum. Find E(Y).
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Outline

© Basic Monte Carlo Simulation

Ziyu Shao (ShanghaiTech)

Lecture 5: Continuous Random Variables



Universality of the Uniform

@ Given a Unif(0, 1) r.v., we can construct an r.v. with any
continuous distribution we want.

o Conversely, given an r.v. with an arbitrary continuous
distribution, we can create a Unif(0, 1) r.v.
adaliios

@ Other names:

probability integral transform

inverse transform sampling
the quantile transformation

— . .
the fundamental theorem of simulation
fW\

v

v

v

v
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Universality of the Uniform O
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Theorem €] . = Foo)

Let F be a which is a continuous function and strictly increasing

on the SW This ensures that the inverse

function F~1 exists, as a function from (0,1) to
following results.

Q@ Let U ~ Unif (0,1) and@ Then X is an r.v. with
CDF F.

Q Let X be an r.v. with CDIj F) Ther( F (X Unlf

e then have the

v
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Proof: Universality of the Uniform =3
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Example: Universality with Logistic
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. [ N X
Histogram stz dhstomtn, Tix) -8
r’\——

7(/\@). I+ e”

S weifo)

dis rlbut|0r7[of numerical data

@ An estimate of the probability distribution (density estimation)
of a continuous variable

1

e To construgft a histogram, the first step is to “bin’
values: divide the entire range of values into a s i als
— | .
and then count how many values fall into each inter

@ The bins are usually specified as consecutive, nop

intervals ¢f a variable. Wtff/-l)
__ { N wsit4,
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Histogram & PDF WA dedw,
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0.0 0.2

0.4 0.6 08 1.0 0.0 0.2 0.4 0.6

Hislogramv bv\\,‘ Logistic PDF

—_—

0.8 1.0

W)

-15 710‘jf75 0\ 5 10 15
F(: b 1 P /ﬁ, SfMP(cT

Ziyu Shao (ShanghaiTech)

-15 -10 -5 0 5

Lecture 5: Continuous Random Variables

October 31, 2024

33/94



Example: Universality with Rayleigh

@ CZDF Of Q&y(e:y}; DStributow
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Histogram & PDF
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Outline

@ Exponential Distribution
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Exponential Distribution ‘ E(X):ﬁ&tz)dx
s S

- Q)= 1-Fox) = e
Definition =
A continuous r.v. X is said to have the Exponential distribution with

parameter A if its PDF is
-

f(x) =X, x>0.

We denote this by X ~ Expo(A). The corresponding CDF is

—_—

F(x)=1—e ™ x>0.
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Expo(1) PDF & CDF
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Memoryless Property — Exporental ditrnuton 's memiey
O X~Expod) ( P(X2¢ ) =piX>t)

CE P(’XZSH:/XZS) __pxzsee)

- - = D SE£)
Definition P(x2s) eas = et
A distribution is said to have the memoryless property if a random
variable X from that distribution satisfies “Pzt)

(P(X25+t|X25):P(X2t

for all s, t > 0. > > >

_g:gD ﬁf=lo ;

T TSN~——
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Memoryless Property
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Minimum of independent Expos

O Xj o~ Expo Ay ) 37U s PG )2 e it
@ vt>o el >t) = P maex, . Xa ) >E )
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Let Xy, -+, X, be mdependent with X; ~{ Expo ()\ Let
mm(Xl, , X»). Show that L ~ Expo -+ As), and
interpret this In . - e At o Mt oMt
hode Comtdron clock . » -
- 1t n) —_
q N B W L~ Expo(de. 4,
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P(x€ct, tede ) ¥t )
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Failure (Hazard) Rate Function
= pUxé€ct. ttdey)

O re) 2w PUx€c o e

= PUx >t
dtoe :J:\c; ~ f(t)-dfj
Definition N TR st

Let X be a continuous random variable with pdf f(t) and CDF
F(t) = P(X < t). Then the failure (hazard) rate function r(t) is

0 f(f‘—

@ r(t): an instantaneous failure rate of t-year-old-item

o r(t) = \ for exponential distribution with parameter \

X Expo(r) 5 Fe)-2e2t ;7 Fee)= -t D)= A
-
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Why Exponential Distribution Miytare of
n EX]?O ()l) .. Exj)at,\,,/

Vi /
1 V/ L/ Pt bz

df{tﬁmtby,

N
@ Some physical phenomena, such as radioactive decay, truly do
exhibit the memoryless property.

@ The Exponential distribution is well-connected to other named
distributions (Poisson distribution)

e The Exponentm block for more flexible
distributions, such as the Weibull distribution, that allow for a
wear-and-tear effect (where older units are due to break down)
or a survival-of-the-fittest effect (where the longer you've lived,

the stronger you get).
— &
V7S IR

][(‘t )=~ P'][,HT) *“T/"Ic'f/ MK Gore

—_— -

—
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Memoryless Property O Memoyless. 5t z20

P (X2 s+ /x),_;) =piX2t)
= PUX2s¢t)

pLxzs) pixzts

Theorem = PIX2sct) =poe ) Pixes)

If X is a positive continuous random variable with the memoryless
property, then X has an Exponential distribution.

S Gz PX>x0 = Pixzx) ’

—

Q) C—('(S‘ft) ‘:f((\f),(r(f)‘ ~ (95:{30.

Cliset) NGRYNRY I=»
=) Gt )= Glo) kot
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Geometric Distribution is also Memoryless

@ Exponential distribution as the “continuous counterpart” of the
Geometric distribution (or First Success Distribution)

@ Recall that the First Success distribution can be viewed as the
number of flips needed to get a “success.”

@ The distribution of the remaining number of flips is independent
of how many times we have flipped so Tar.

@ The same holds for the Exponential distribution, which is the

time until “success.”
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Outline

e N/Qrmal Distribution
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Standard Normal Distribution

Definition
A continuous r.v. Z is said to have the standard Normal distribution
if its PDF ¢ is given by

]. 2 2
gp(z):fﬁaz/, —00 < z < 00.
We write this as Z ~ N@,(D since, as we will show, Z has mean 0
and variance 1. -
The standard Normal CDF ¢ is the accumulated area under the PDF:

d(z) =
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PDF & CDF
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Property of Standard Normal PDF & CDF

@ ¢ for the standard Normal PDF, ® for the CDF and Z for the

r.v.

@ Symmetry of PDF

@ Symmetry of = 1 — O(—
° Symmetryo Z and —Z: fZ ./\fO 1 then —Z N(0,1).

\/\""/L/-v —_——
@ Mean is 0 and variance is 1.
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Verify the Validity of PDF Jj: L
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Mean & Variance ‘
-—
Ziyu Shao (ShanghaiTech)

Lecture 5: Continuous Random Variables



Normal Distribution

© E(x) < p+ o EZ] =Ke0e
=n

20; V&fr()(): \/MCM'{-G‘Z) :Var(UZ)

Definition

If Z ~N(0,1), then

L‘D(ﬁd’n\oh - 560., (e
Tzndoy mat,
— 3

=0 (/@’(8) =¥os 5

\X= +o0Z

is said to have the Normngistrith&v/with mean 4 and variance o2.
We denote this by X »(N(u, azn

= D @

Yefmﬁw\c‘tw trick
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Normal CDF and PDF (7 Fx) =p(X<x) 2rdio,
SPhteR £x)

Theorem =

= PR <—)
Let X ~ N(u,0?). Then the CDF of X is @
(XK
F(X):(D(—C@ ’, COT-O]L27

and the PDF of X is 2° fx)= 24y

f(x)zgp(X;'u) %

/

v
PORof R
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X/\ N (o)

—

PLX??/

13,59 %

0.13% |

P(u—1-0 £ X < p+1-0) ~ 68,27 %
P(p-2-0 £ X < p+2:0) # 95,45 %
P(u-3-0 < X € p+3-0) 99,73 %

34,13%

34,13%

P(X < p+1-0) 84,13 %
P(X < p+2:0) 2 97,72 %
P(X < p+3-0) % 99,87 %

LJV‘j “TM‘(J

13,59 %

0,13 %
N
pu-3-0 u-2-0 u—o M u+o u+2-0 u+3-0
— T—— T PX<W=50%=P(X2p) T —_— PR
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Outline

@ Central Limit Theorem
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Sample Mean E(Xn )=t noexy =

Vir(in ) <=7 Ver( );%x;)

e 12
Definition = e Werix).n = e
Let Xi,....X, be i.id. random%a{bles with finite Tﬂ@nd finite

varlw The sample meeT@)_( Jis defined as follows:

The sample mean X, is itself an r.v. with mean h mean 1. 2 and variance o2 /n.

I’l)‘ FREt o
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Central Limit Theorem E(Xn)=y

E(z): o J UW(’E) TT,"G‘Z
- e—~—
UN’(Z) = r h
Theorem
As n — o0, g:

Xo — p

vn ( ) — N (0,1) in distribution.

T~
In words, the CDF of the left-hand side approaches the CDF of the
standard Normal distribution.

Z /L No)
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CLT A imati —
pproximation N Fn = xe ey

-_

EnKn) = nzin)- np

Vér(n 2. ) —
§ / >‘w — n(UM“()) 3)’10'1
e For large n, the distribution of X, is approximately N (u, a2/n).

—_—

e For Iarwe distribution ofinX, ¥ X; + ... + X, )s
approximately A'(npu, no?). - —

—_—
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CLT Approximation: Example

( Bin(10, 0.9) )

Beta(0.8, 0.8)
0.

n=1 n=>5
—

10 15 20

.0 .8 0.0 04 08 03 04 05 06 07 0 050 0.
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Poisson Convergence to Normal

Let Y ~ Poisénp We can consider Y to be a sum of ni.i.d. Pois(1)
r.vV.s. erefore, for large n, — :

Y ~ N(n,n)
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Binomial Convergence to Normal

Let\Y ~ Bin(n. p). We can consider Y to be a sum of ni.i.d.
VS, erefore, for large n,

Y ~ N (np, np(1 - p)).
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Continuity Correction: De Moivre-Laplace
Approximation

Y A N(ﬂp, npiip) )
(\K

1 1
P(Y=k)=Pk—=<Y<k+=
‘ ( 2< <k+ =)

N m—np B k—%—np
BN D RN v

—— e e
—_— —73
@ Poisson approximation: when n is large and p is smab—<F =

~——— o

———— ——
@ Normal approximation: when n is large and p is around 1/2.
— Y —

Ziyu Shao (ShanghaiTech) Lecture 5: Continuous Random Variables October 31, 2024 63 /94



De Moivre-Laplace Approximation

1 1
Pk<Y<h)=Plk—7<Y<It3)

o l+§I—np) q)(k—%—np)
Vnp(1 - p) np(1—p)"
_/\/\_ﬁ_&\__‘
@ Very good approximation when n < 50 and p is around 1/2.
T ~——

—~———
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Example

Let Y ~ Bin(n, p) with n =36 and p = 0.5.
—_————— o
@ An exact calculation: P(Y < 21) =(0.8785 3

@ CLT approximation:
P(Y <21) ~ &(—2=2_) = &(1) = 0.841
030 o ) - o -8

e DML approximation:

P(Y <21) ~ &(=22=2 ) = d(1.17
(v <21) ~ 9(2E222) — 0(1.17)

—_— -
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History

@ 1733: normal distribution was introduced by French
mathematician Abraham DeMoivre

@ Abraham DeMoivre (1667-1754): worked at betting shop,
computing the probability of gambling bets in all types of games
of chance. Also a close friend of Isaac Newton.

@ 1809: rediscovered by German mathematician Karl Friedrich
Gauss, and then people call it the Gaussian distribution.
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History

@ During the mid-to-late 19th century, most statisticians started to
believe that the majority of data sets would have histograms
conforming to the Gaussian bell-shaped form.

@ Indeed, it came to be accepted that it was “normal” for any
well-behaved data set to follow this curve.
@ Following the lead of the British statistician Karl Pearson, we

also call “normal distribution” .
W
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Family of Normal Distribution

e Chi-Square Distribution: Found by Karl Pearson
@ Student-t Distribution: Found by Student (William Gosset)
@ F-distribution: Found by Ronald Fisher

_—
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Family of Normal Distribution
Given i.id. rv.s X; ~ N(0,1), Y; ~N(0,1),i=1,...,n,
Jj=1,...,m. Then we have

@ Chi-Square Distribution
/_’\-/_—_‘
Xo=XP+... + X2

@ Student-t Distribution

@ F-distribution:
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Outline

@ Moment Generating Functions
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Moment Generating Function e

/ /7 Vb \\‘
N

Definition
The mom nerating function (MGF) of an r.v. X is

M(t) =(E(e**)) as a function of t, if this is finite on some open
interval (—a, a) containing 0. Otherwise we say the MGF of X does

————

not exist.
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Bernoulli MGF

X~ Pentr)

M) = E('eij

-~

=

/
€.k
€
k=

o

P(X=k)
e t

'O-P(X‘-o) + et"p()(:y
~p + P-et
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Uniform MGF

A » Ume(a L)

M) = Efef“\}

-6
,fa L Lty

b~ €

€ U-a)
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Why MGF is Important
My t) = E(etr ]

—_———

dliffr/lmf.‘on
@ The MGF encodes the moments of an r.v.
@ The MGF of an r.v. determines its distribution, like the CDF
and PMF/PDF.

@ MGFs make it easy to find the distribution of a sum of
independent r.v.s.
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Moments via Derivatives of the MGF

Theorem

Given the MGF of X, we can get the n*" moment of X by evaluating
the n*h derivative of the MGF at 0: E(X") = M("(0).
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MGF Determines the Distribution

Theorem

The MGF of a random variable determines its distribution: if two
r.v.s have the same MGF, they must have the same distribution. In

fact, if there is even a tiny interval (—a, a) containing 0 on which the
MGFs are equal, then the r.v.s must have the same distribution.
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MGF of A Sum of Independent R.V.s

Moy (8) = ETe t000) = E(etX, ot7]

hix) L9y = gle™) -£letT]
Theorem = Mxct) - My
If X and Y are independent, then the MGF of X + Y is the product
of the individual MGFs: ’

Mx 1y (t) =(Mx (t)My (t)
\—
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MGF for Binomial & Negative Binomial =~
O X bina z@% X=Xt tX, forni)

Mx €)= My, ct) - My, ) = mx,m)”;(,.,;ffcff

@ Y & NBw(p)); Y=Y+ +Y » Yo~ iid Creom (7)),

My, ¢) 60t ] - 5 otk ) Lrre
| j E:° 'PLYIik) :,Lz;;etk%ﬁp -.:P ) (C{?‘jk

_r
- ety (f{'£<l)

D —

= Myt) - TMY‘(f)_]r -

I~e¢q

T= ¢ <et’%</ ) )

Ziyu Shao (ShanghaiTech) Lecture 5: Continuous Random Variables October 31, 2024 78 /94



MGF of Location-scale Transformation

Theorem
If X has MGF M(t), then the MGF of a + bX is

E (et(a+bX)) — e?tF (eth) =/e®* M (bt).
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MGF for Normal

D X ANwn)

@ X=p+e3

Mz t) = ECe EJf

ev? = a2

Jize ““dz
2 est?
~NCCH, )

MX(‘t) = ‘th Mz(a‘f)

\eH‘tf c°t
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Sum of Independent Poisson
XAPrsA) [ Yapoiscn) X Gnd Y owe dndepondery
X Y n Peis L)«M}

e

_ k
to, X ~poisca) P(x=k) - e ,f‘, Lh=oil,
N k _ = k
E(efX] > f_j et pixek) = ﬂ{etk,e»a.f e 50_5(%9/1
- . Sz

1° YA pois k), EfetY_] =e Haet-y

P My (€ = Myct) My e

- e (7\“’“)(6 t‘y

= Pois (A+r)
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Sum of Independent Normals

Xp Al i), xen Nkt Xk,
XXy ~ %
)

My t) = g W€ Famie?
Myr ) = g et taole!
D= Moy, ) = My b)) Moty - _ ekt Fiotesie>

\
/L NC H(‘(’HL 3 ‘S\ll‘éO‘LL)
Fe) T
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Sum is Normal

Cromer s theopn

:jC Y Lx,
Unde, the sextly X,

Kl‘fxl lf; NWM
VX

= X) s X2 wre beth
~d.,
X4 Xy ~NLo,)

N0>pral

= MXM)Q (‘ﬁ/ = ezl‘tz

Il

M, &) My, )
‘@Xl(fljz
=) Mx)(t); ez?fél

N~ HNeo g

=) X(,Xl A N, #
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Outline

© More Generating Functions
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Generating Functions

@ Three kinds of generating functions
» Probability Generating Functions (PGF): related to Z-transform
> Moment Generating Function (MGF): related to Laplace
transform

» Characteristic Functions (CF): related to Fourier transform
—_—  — ——
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Recall: Probability Generating Function

Definition

The probability generating function (PGF) of a nonnegative
integer-valued r.v. X with PMF p, = P(X = k) is the generating
function of the PMF. By LOTUS, this is

The PGF converges to a value in [—1, 1] for all t in [—1, 1] since
S roPk =1and |pet*| < py for [t] < 1.
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Motivation of Characteristic Function

e Probability generating functions(PGF): handling
non-negative integral random variables

e Moment generating functions(MGF): handling general
random variables S

@ Some integrals of MGF may not be finite

@ Characteristic Function: equally useful with MGF and

guarantee finiteness
——
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Characteristic Function

Definition
The characteristic function of a random variable X is the function

¢ : R — C defined by
#1) H ()@= V.
N
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Applications of Generating Functions

@ An easy way of calculating the moments of a distribution

@ Powerful tools for addressing certain counting and combinatorial
problems

@ An easy way of characterizing the distribution of the sum of
independent random variables
— e ——

@ Tools for dealing with the distribution of the sum of a random
number of independent random variables.
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Applications of Generating Functions

@ Play a central role in the study of branching processes
@ Provide a bridge between complex analysis and probability

@ Play a key role in large deviations theory, that is, in studying the
asymptotic of tail probabilities of the form P(X > c), when c is
a large number

@ Powerful tools for proving limit theorems, such as laws of large
numbers and the central limit theorem
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Summary 1

Discrete r.v. Continuous r.v.
CDF F(z)=P(X <z F(z)=P(X <)
PMF /PDF P(X = ) is height of jump of F at = flz) = %
o PMF is nonnegative and sums to 1: e PDF is nonnegative and integrates to 1:
Y, PX=a)=1 7, f(a)da = 1.
e To get probability of X being in some set, sum ® To get probability of X being in some region, in-
PMF over that set. tegrate PDF over that region.
0o
Expectation E(X)=Y aP(X =1) E(X) = / zf(z)dz
z —oo
0o
LOTUS E(9(X)) =Y g(x)P(X =) E(g(X)) =/ 9(2) f(z)dx
- —oo
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Summary 2

Poisson process

Bin
(Bern)
Limit d
Conditioning
y'4
Pois
Expo < Geom
Limit

Ziyu Shao (ShanghaiTech)
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Summary 3

: What can
. happen?
distributions random variables events

P(X < x) = F(x)
PX=x)

CDEF. generate

PMF (discrete)

PDF (continuous)

story
name, parameters

EX), Var(X), SDX)

function of r.v.

LOTUS o | EQO.EXY), EXP), ...
i E(g(X)
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